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Summary
A biological system is robust to mutations if it continues to function after genetic changes in its parts. Such robustness is pervasive on different levels of biological organization, from macromolecules to genetic networks and whole organisms. I here ask which of two possible causes of such robustness are more important on a genome-wide scale, for systems whose parts are genes, such as metabolic and genetic networks. The first of the two causes is redundancy of a system’s parts: A gene may be dispensable if the genome contains redundant, back-up copies of the gene. The second cause, distributed robustness, is more poorly understood. It emerges from the distributed nature of many biological systems, where many (and different) parts contribute to system functions. I will here discuss evidence suggesting that distributed robustness is equally or more important for mutational robustness than gene redundancy. This evidence comes from the functional divergence of redundant genes, as well as from large-scale gene deletion studies. I also ask whether one can quantify the extent to which redundancy or distributed robustness contribute to mutational robustness. BioEssays 27:176–188, 2005. © 2005 Wiley Periodicals, Inc.

Introduction
Living things are unimaginably complex, yet also highly robust to genetic change on all levels of organization. Proteins can tolerate thousands of amino acid changes, metabolic networks can continue to sustain life even after removal of important chemical reactions, gene regulation networks continue to function after alteration of key gene interactions, and radical genetic change in embryonic development can lead to an essentially unchanged adult organism. The mutational robustness of organisms is an intriguing phenomenon, not only because complexity suggests fragility. If you have ever built a house of cards, you will know what I mean. Mutational robustness also affects an organism’s ability for future evolution, because it may increase the rate of neutral mutations, and thus the amount of genetic variation invisible to natural selection.

Such cryptic genetic variation is ubiquitous and it can affect phenomena as different as variation in genetic disease phenotypes and reproductive isolation. It is thus not surprising that biologists have a long-standing interest in robustness, going back to Fisher’s work on dominance, as well as to Waddington’s work on developmental canalization. However, an understanding of the root causes of this phenomenon had to wait for the mechanistic understanding of living systems afforded by molecular biology. Here, I will explore a very basic question about mutational robustness: what are the mechanistic causes of mutational robustness, and which of these causes is most important? This question is one of the most fundamental questions one can ask about the organization of genetic systems. I will begin by illustrating the two principal causes of mutational robustness, redundancy and distributed robustness. Most of my examples regard systems above the gene level. However, much of the following is equally relevant for systems on lower levels of biological organization, especially macromolecules like protein and RNA.

Redundancy and gene redundancy
Biologists use the term redundancy in more than one way. One usage invokes redundancy if a gene’s activity can be changed or a system’s part can be removed without affecting key system properties. Another usage refers to redundancy only if two parts of a system perform the same or similar tasks. The two notions are not synonymous. A system may be unaffected by removing a part, yet no two of its parts may have identical functions. Examples include proteins, whose tertiary structure is the result of cooperative folding involving many amino acids. No two amino acids may play identical roles in the folding process, yet protein structure can be highly robust to changes in individual amino acids. I will use redundancy here strictly in the second sense—redundancy of parts. This usage is not only consistent with one of the main dictionary definitions of the word, namely “unnecessary repetition”. It is also consistent with the usage of engineers concerned with designing reliable systems. In engineering, redundancy is the main pillar of system reliability, partly because it is conceptually straightforward to build systems with redundant parts. But how important...
is redundancy for robustness in biological systems? Less important than one might think, as I will argue here.

Genes encode the most important parts of biological systems above the gene level, proteins. The notion that redundancy of genes might be important for robustness emerged with the ability to generate gene deletion, synthetic null, or gene knockout strains of various organisms, that is, with the ability to eliminate specific genes from a genome. Many such gene deletion experiments yielded surprises. Specifically, they revealed that genes thought to be involved in key biological processes could often be removed without affecting the organism. This phenomenon exists in all organisms and all kinds of genes, be they enzymatic, structural or regulatory.\(^\text{12–22}\) The phenomenon is too pervasive to survey exhaustively, but I will discuss a few examples. The \textit{CLN1} gene of budding yeast regulates the activity of the yeast cyclin-dependent kinase Cdc28p.\(^\text{23}\) Proper regulation of Cdc28p is required for the transition from the G\(_1\) phase to the S phase of the cell cycle. However, a null mutant in \textit{CLN1} grows and divides normally on a minimal growth medium.\(^\text{24}\) The \textit{BarH2} gene from the fruit fly \textit{Drosophila melanogaster} encodes a transcription factor with a homeobox DNA-binding domain. It is involved in sensory organ development, yet its deletion does not cause morphological defects in sensory organs.\(^\text{25}\) The extracellular matrix protein tenasin of mice is thought to play an important role in morphogenesis during embryonic development. Yet the deletion of a gene encoding this protein leads to no detectable developmental abnormalities, to no change in the distribution of other extracellular matrix proteins, and to no detectable reduction of fertility.\(^\text{26}\) The yeast \textit{HMG2} gene encodes a key enzyme in the sterol biosynthesis pathway, 3-hydroxy-3-methylglutaryl-coenzyme A reductase. The end products of this pathway take part in processes ranging from electron transport to DNA replication. Yet the \textit{HMG2} gene can be eliminated without affecting cell growth on either rich or minimal growth medium.\(^\text{27}\) The \textit{Drosophila} gene \textit{knirps} encoding a key transcriptional regulator in embryonic development can be eliminated without affecting head development, during which \textit{knirps} is expressed.\(^\text{28}\) And finally, there are the three \textit{TPK} genes in yeast, which encode catalytic subunits of the yeast cyclic AMP-dependent protein kinase, a key molecule in cell signaling. Any two of these three genes are dispensable for cell growth.\(^\text{28}\)

All of these examples are cases of gene redundancy resulting from gene duplication. The three \textit{TPK} genes form a family of genes that originated from two duplications of a single ancestral gene.\(^\text{28}\) Similarly, the \textit{CLN1} gene has two duplicates, \textit{CLN2} and \textit{CLN3}, with similar functions, the \textit{BarH2} gene has a duplicate, \textit{BarH1}, the \textit{HMG2} gene has a duplicate \textit{HMG1}, and \textit{knirps} has a duplicate, \textit{knirps-related}.\(^\text{22,24,25,27}\) These and numerous other examples have drawn early attention to redundancy as a source of robustness.\(^\text{29–33}\) Eliminating all duplicates of a gene often reveals the severe phenotypic effects that mutations in the gene lack, as expected if redundancy is the cause for weak gene knockout effects. Redundant duplicate genes with similar functions can thus help explain why knock-out mutations in important genes have no phenotypic effects.

Gene duplications are abundant by-products of recombination and DNA-repair processes in most genomes. Typically, between 25 and 50 percent of eukaryotic genes have at least one duplicate within the same genome.\(^\text{34,35}\) Immediately after a gene duplication, many pairs of duplicate genes produce the same two polypeptides with the same function. Subsequently, mutations that accumulate in either gene can lead to elimination of one duplicate, or to divergence in the duplicate’s functions.\(^\text{28}\) Although such divergence is often very limited, as the examples above show, most gene duplicates do not have completely identical functions. That is, they often encode multifunctional proteins that share some functions while they differ in others. For example, the \textit{knirps} gene is dispensable for head development, but it is necessary for abdominal development.\(^\text{22}\) Mig1p and Mig2p, two yeast transcriptional regulators, act redundantly in repressing the yeast gene \textit{SUC2}, needed for metabolizing sucrose, but Mig1p is uniquely required for repressing the \textit{GAL} genes necessary for galactose metabolism.\(^\text{21}\) Similarly, the three \textit{TPK} genes, any two of which are normally dispensable for cell division, have different functions under conditions where yeast forms filamentous cell aggregates called pseudohyphae. \textit{TPK2} is an essential gene under these conditions.\(^\text{36}\) Such observations have led to the notion that duplicate genes can have partially redundant or overlapping functions, functions that reinforce each other in some conditions, but that are different in others.\(^\text{29,37}\) Such partial redundancy can also be an important reason why gene duplicates are maintained in a genome.\(^\text{38,39}\)

**Distributed robustness**

In distributed robustness, many parts of a system contribute to system function, but all of these parts have different roles. When one part fails or is changed through mutations, the system can compensate for this failure, but not because a “back-up” redundant part takes over the failed part’s role. Distributed robustness is a fairly poorly understood cause of mutational robustness, because it requires a detailed, quantitative understanding of the inner workings of a genetic network. I will illustrate it with two examples, one from metabolic networks, the other one from a gene regulation network important for embryonic development.

Metabolic networks include hundreds of chemical reactions that are required to generate energy and biosynthetic building blocks for cell growth and proliferation. A variety of computational methods such as metabolic flux balance analysis can predict the maximally possible cell growth rate that a metabolic network can sustain in a given nutritional environment, given
stoichiometric information about all the chemical reactions that occur in the network.\(^{(40–42)}\) The predictions of these approaches are mostly in good agreement with experimental results. Where they are not, laboratory evolution can create organismal strains that behave as predicted. A case in point is the \(E.\ coli\) strain MG1655, which grows on glycerol as sole carbon source at a rate lower than predicted as optimal by flux balance analysis. However, within 40 days or 700 generations of evolution in the laboratory, the strain increases growth substantially, and the growth rate approaches that predicted by flux balance analysis as maximal.\(^{(43)}\)

Metabolic flux balance analysis and related approaches can be used to ask how robust a metabolic network’s output (e.g. cell growth) is to the elimination of individual chemical reactions in the network. Such elimination corresponds to the elimination of enzyme-coding genes from a genome, and its effects are thus a good indicator of mutational robustness in metabolic genes. Several studies have systematically examined how elimination of individual reactions would affect a metabolic network.\(^{(44–47)}\) To give but one example, Edwards and Palsson assembled a reaction network comprising 436 metabolites and 736 reactions from the biochemical literature, genome sequence information and metabolic databases\(^{(49)}\) of the bacterium \(Escherichia\ coli\). They assessed the effects on cell growth of eliminating each of 48 central chemical reactions in glycolysis, the pentose phosphate pathway and the tricarboxylic acid cycle. Only seven of the 48 eliminated reactions are essential to cell growth. Of the remaining 41 nonessential reactions, 32 reduced cell growth by less than 5% and only 9 reduced growth by more than 5%. The experimental data and computational predictions on growth versus no-growth coincided in 86% of the cases. Where discrepancies occur, they may be due to the fact that wild-type \(E.\ coli\) cells have not been allowed to evolve under these inflicted genetic conditions of a missing enzyme-coding gene, and thus that the performance of a metabolic network is not optimal in this situation.\(^{(46)}\)

It is worth emphasizing that there is no redundancy in such metabolic networks, in the sense that different enzymes generally catalyze different chemical reactions. How then, can such networks be robust to elimination of individual reactions? The answer is that they shuttle the flow of matter through parts of a metabolic network that are not affected by blocking a reaction. I will illustrate this with a concrete example, that of the enzyme glucose 6-phosphate dehydrogenase—part of the pentose-phosphate shunt—encoded by the \(zwf\) gene of \(E.\ coli\). Experimental work shows that loss-of-function mutants in the \(E.\ coli\) gene \(zwf\) encoding this enzyme grow at near wild-type levels\(^{(48)}\) and flux balance analysis predicts a similarly small growth rate reduction.\(^{(44)}\) The elimination of this reaction, however, has profound systemic consequences on the metabolic network. For example, before the deletion, in the wild-type state, about two-thirds of a cell’s NADPH is produced by the pentose phosphate shunt. Most of the NADH is produced by the tricarboxylic acid cycle. One of the major systemic reorganizations of metabolic flow after the mutation regards NADPH production. To compensate for the blocked oxidative branch of the pentose phosphate shunt, most of the NADPH is now produced through an increased flux in the tricarboxylic acid cycle, which generates NADH. This NADH is then transformed into NADPH via a massively increased flux through the transhydrogenase reaction. (The nonoxidative branch of the pentose phosphate shunt can still be entered through other metabolites of glycolysis, and thus still serves its other important function, to produce various biosynthetic precursors.) In sum, the example illustrates a hallmark of distributed robustness: a systemic adjustment of network properties to compensate for a perturbed network part.

Gene regulation networks provide completely different examples of distributed robustness.\(^{(3,49–52)}\) I will just discuss one such example, that of the network sustaining the expression of the segment polarity genes \(engrailed\) and \(wingless\) in \(Drosophila melanogaster.\)\(^{(53)}\) Proper expression of the genes \(wingless\) and \(engrailed\) in 14 stripes is necessary for segmentation of the fly. The expression pattern of these genes is sustained by a network of multiple genes and their products, including \(hedgehog, patched,\) and \(cubitus\) \(interruptus.\) The properties of this network are determined by multiple biochemical parameters. These parameters include the binding constants of transcriptional regulators such as \(engrailed\) to their target gene’s regulatory regions; the rate at which a ligand such as Hedgehog associates with its receptor; the stability of mRNAs and proteins expressed from network genes, and so on. Von Dassow and collaborators assembled a quantitative model of this network, a model that is grounded in empirical observations, and that correctly predicts many aspects of network function. They asked how sensitive the network is to changes in the biochemical parameters (48 in total) needed to describe its properties. The answer is that most of these parameters can be changed by more than one order of magnitude and the network still produces the \(engrailed\) and \(wingless\) gene expression patterns required for proper development. Moreover, even if one chooses random values (within a biologically sensible range) of all of the 48 biochemical parameters, there is a high probability that the network will function properly. Finally, the network is also highly robust to gene duplications, which can drastically change the expression levels of network proteins. A caveat to these conclusions is that they derive from a quantitative model based on limited empirical information, and that they thus await experimental confirmation. However, other studies hint at similar phenomena in different gene regulation networks.\(^{(49–51)}\)

Again, there is no redundancy involved in this representation of the segment polarity network. Every gene has a different role in the network, yet the network is highly robust to
changes of its regulatory interactions. The source of such robustness lies again in the distributed architecture of the network, and cannot be pinned down to any one gene. However, in many gene regulation networks, gene expression and activity of gene products are cooperatively regulated by one or more proteins, an observation that may go a long way towards explaining this phenomenon. This first large-scale study created some 300 different strains of budding yeast, each of which lacked one of the genes on chromosome $V$. This study was followed by larger scale studies in Saccharomyces cerevisiae, the worm Caenorhabditis elegans, and the plant Arabidopsis thaliana. Studies that mutated the DNA or reduced the expression levels of thousands of genes. A caveat to comparing the results of such studies is that their perturbation approaches differ. For instance, although deletion of specific genes through homologous recombination is highly effective in yeast, it is not feasible on a large scale in higher organisms such as C. elegans. In such organisms, temporary gene activation through interference with the expression of messenger RNA is currently the method of choice.

The first surprise of systematic gene knockout studies is the sheer number of genes with no detectable effect. For instance, the systematic knockout of most chromosome $V$ genes in yeast shows that almost 40% of genes have no detectable effect on key fitness indicators such as cell division rate and sporulation efficiency in five different nutritional environments. Later studies that eliminated more than 90 percent of all yeast genes yielded similar results. Such striking numbers raise the question whether genes with no apparent effect are truly dispensable under all circumstances. Although no laboratory experiment could answer this question definitively, the likely answer is no. First, some genes with no apparent effect in standard assays may affect fitness in subtle ways. Second, it is easy to conceive of genes with specific functions, such as metabolic genes, where a mutation may have no effect in one environment but may be fatal in another. For metabolic genes, such environmental specificity may be the rule rather than the exception. Even very rare environmental conditions, conditions that may occur only once every few thousand generations, can cause such genes to be maintained in a population. Also, if genes whose elimination has no effects in one or a few environments were truly dispensable, they should evolve much more rapidly than indispensable genes, because they would be able to tolerate fewer mutations. However, the statistical association between a gene’s dispensability and its rate of evolution is weak at best. Unfortunately, except for the limited number of metabolic genes (fewer than 20% of genes in a genome), it can be very difficult to ascertain whether a gene is not used in a particular environment or physiological condition, especially in higher eukaryotes, where ‘gratuitous’ expression of genes may be frequent.

Large-scale gene perturbation studies
Examples, however many, of individual redundant genes or genetic networks with distributed robustness, are mere anecdotal evidence for either cause of robustness. They do not answer the question how prevalent gene redundancy or distributed robustness is on a genome-wide scale. I will now turn to this question. To answer it, systematic, genome-wide gene perturbation studies that eliminate many genes in a genome and systematically assess the phenotypic effect of these deletions are very helpful. The first such large-scale study created some 300 different strains of budding yeast, each of which lacked one of the genes on chromosome $V$. This study was followed by larger scale studies in Saccharomyces cerevisiae, the worm Caenorhabditis elegans, and the plant Arabidopsis thaliana. Such studies that mutated the DNA or reduced the expression levels of thousands of genes. A caveat to comparing the results of such studies is that their perturbation approaches differ. For instance, although deletion of specific genes through homologous recombination is highly effective in yeast, it is not feasible on a large scale in higher organisms such as C. elegans. In such organisms, temporary gene activation through interference with the expression of messenger RNA is currently the method of choice.

The first surprise of systematic gene knockout studies is the sheer number of genes with no detectable effect. For instance, the systematic knockout of most chromosome $V$ genes in yeast shows that almost 40% of genes have no detectable effect on key fitness indicators such as cell division rate and sporulation efficiency in five different nutritional environments. Later studies that eliminated more than 90 percent of all yeast genes yielded similar results. Such striking numbers raise the question whether genes with no apparent effect are truly dispensable under all circumstances. Although no laboratory experiment could answer this question definitively, the likely answer is no. First, some genes with no apparent effect in standard assays may affect fitness in subtle ways. Second, it is easy to conceive of genes with specific functions, such as metabolic genes, where a mutation may have no effect in one environment but may be fatal in another. For metabolic genes, such environmental specificity may be the rule rather than the exception. Even very rare environmental conditions, conditions that may occur only once every few thousand generations, can cause such genes to be maintained in a population. Also, if genes whose elimination has no effects in one or a few environments were truly dispensable, they should evolve much more rapidly than indispensable genes, because they would be able to tolerate fewer mutations. However, the statistical association between a gene’s dispensability and its rate of evolution is weak at best. Unfortunately, except for the limited number of metabolic genes (fewer than 20% of genes in a genome), it can be very difficult to ascertain whether a gene is not used in a particular environment or physiological condition, especially in higher eukaryotes, where ‘gratuitous’ expression of genes may be frequent.
Problems and paradigms

Genome-scale gene-deletion studies and redundancy

Even though their neutrality may only be temporary, the sheer number of genes—thousands—with no deletion effect still needs a mechanistic explanation. Does gene redundancy provide this explanation? The results of genome-scale gene-deletion studies reveal the next surprise in this regard: Thousands of genes whose deletion has no detectable effect are single-copy genes. They have no duplicates in the genome.

The results of an early pertinent study are summarized in Fig. 1. In this figure, I grouped gene-deletion mutations of yeast chromosome V into two categories, those with a non-detectable phenotypic defect, and those with a severe effect leading to a growth-rate reduction of more than 25% relative to the wild type. The figure’s vertical axis shows the proportion of genes in each defect category that have the number of duplicates indicated on the horizontal axis. Significantly, more than 40% of duplicate genes with weak or no fitness effect are single-copy genes. A more recent study by Gu and collaborators that used more than 4,700 growth rate measurements of yeast gene-deletion strains reached a qualitatively similar result. 39.6% of yeast genes with a weak or no fitness defect have no duplicate. Additionally, even if a gene has a duplicate, the duplicate may have diverged in function and may not be responsible for a weak gene-deletion effect. The situation in many-celled eukaryotes might be fundamentally different, because they contain more duplicates which occur in larger families. However, a recent study using the results of RNA interference experiments that temporarily silenced more than 16,000 worm genes suggests otherwise. In this study, more than 7,500 single-copy genes show no detectable phenotypic effect when temporarily silenced, versus 4515 of genes with one or more duplicates.

Does all this mean that gene redundancy is unimportant in determining the effect of gene deletions? No. For genes with duplicates, the likelihood that a gene has a lethal effect is lower than for single-copy genes. Moreover, the proportion of genes with weak or no effects is higher for duplicate genes than for single-copy genes. Third, the more similar two duplicates are, the less severe is the effect of deleting or silencing one of them. Fourth, the larger the number of duplicates a yeast gene has, the faster the gene evolves, implying that it can tolerate more mutations. Finally, pairs of duplicate genes have more similar phenotypic effects upon deletion than randomly chosen pairs of unrelated genes. Thus, gene duplications clearly play a role in determining gene-deletion effects.

Rapid functional divergence of duplicate genes

The above results suggest that both distributed robustness and gene redundancy play a role in mutational robustness. However, they leave unanswered the key quantitative question: on a genome-wide scale (and not just for one functional class of genes) what proportion of weak gene perturbation effects are due to gene duplication? An estimate of this proportion based on large-scale gene-deletion experiments suggests that, in yeast, between 23% and 59% of weak gene perturbation effects are due to gene duplication. A more recent computational analysis based on flux balance analysis in yeast indicates a greater role for gene duplicates. However, this study is restricted to metabolic genes—only some 16% of all yeast genes—and it takes environmental specificity in a limited number of environments into account, which makes its results difficult to compare with these figures. In a higher organism, the worm C. elegans, the proportion of weak gene perturbation effects due to gene duplication may be lower than in yeast, between 3% and 36%.

Such results make it seem unlikely that gene redundancy is responsible for the vast majority of weak gene perturbation effects, although the numbers in the worm have to be taken with a grain of salt, because they are based on results of RNA interference assays. The true percentage of weak gene-deletion effects would be close to the upper bound of the above intervals (59% for yeast) if most duplicates retained similar functions long after their duplication. It would be close to the lower bound (23%) if most gene duplicates diverged rapidly in function. In the following section, I will argue that most duplicate genes diverge rapidly in important indicators of gene function. This suggests that the true proportion of weak gene deletion effects due to gene duplication is nowhere near the upper bound.

Estimating the rate at which gene duplicates diverge in function faces two technical problems. The first of them is to measure the time that elapsed since a gene duplication. The crudest indicator of this time is the number of nucleotide changes that lead to amino acid changes in either of the duplicates’ gene product. However, because natural selection can strongly affect amino acid changes, their rate of accumulation can vary greatly over time. The problem can be alleviated by estimating instead the number of synonymous (silent) nucleotide substitutions that occurred in two genes since the duplication. Silent substitutions are substitutions that do not lead to amino acid changes in an encoded protein. They are subject to weaker selection than amino acid replacement substitutions, and thus do not pose the same problem as amino acid substitutions in estimating time since divergence. In practice, synonymous divergence of two duplicate genes is measured as the fraction of silent substitutions that occurred since the duplication at synonymous nucleotide positions.

The second, much more serious, problem is to identify whether two gene functions are identical, similar, or completely different. To identify one gene’s function is already difficult, because gene function can mean many different things. For instance, gene function can be defined in biochemical terms,
such as through a gene product’s DNA binding and catalytic activity, or via biological processes, such as through a gene’s role in liver metabolism or brain development. Another reason is that even presumably very well-characterized genes, such as those encoding central metabolic enzymes or aminoacyl-tRNA transferases, can perform utterly surprising additional functions in processes like cellular signaling or gene expression regulation. To make matters worse, assessing whether gene duplicates generally retain similar functions can only be answered by characterizing hundreds or thousands of gene duplicates. The only current solution to this problem is to use crude indicators of gene function, indicators that are measurable for many genes. Functional genomics provides a wealth of such indicators, including where and when a gene is expressed, which proteins regulate its transcription, and which other molecules its protein products interact with. Each such indicator captures only one dimension of gene function, but it has the advantage that it can be measured for thousands of genes at once. I will now discuss evidence for the divergence of various gene function indicators after gene duplication.

One important indicator of similarity in gene function is similarity in gene expression. Some well-studied gene duplicates, for example, have preserved their biochemical function but differ in their spatial expression pattern, and can thus not be deleted without deleterious effects. Genome-scale analyses of expression divergence after gene duplication show that even recently duplicated genes can show highly different mRNA gene expression patterns, so much so that there is only a moderate correlation between the silent divergence of two duplicate genes and the similarity in their expression patterns. Fig. 2 shows an example from the nematode worm *C. elegans*. The figure is based on an analysis of more than 500 different microarray gene expression measurements and sequence information from the whole worm genome. Many gene duplicates with only moderate silent divergence (and thus very low amino acid divergence) show very different mRNA expression patterns, almost as different as genes that have duplicated a long time ago.

A similar pattern holds for the transcriptional regulators that bind at regulatory regions of duplicate genes. After a gene duplication, the regulatory regions of two duplicate genes diverge. Much of the initial divergence occurs through the disappearance of binding sites for different transcription factors, because random mutations are more likely to eliminate such binding sites than to create new ones. Binding of transcriptional regulators to a large fraction of yeast genes has been studied using the technique of chromatin immunoprecipitation. Fig. 3 shows how the similarity in the spectrum of transcriptional regulators that bind to the regulatory region of two duplicate genes depends on the silent (synonymous) divergence between the duplicates. For yeast, a synonymous divergence of $K_s = 0.1$ among duplicated genes corresponds to a duplication age of approximately 10 million years. The solid horizontal line indicates the average fraction of shared transcriptional regulators between pairs of genes chosen at random from the yeast genome. The figure demonstrates that the regulatory regions of many closely related duplicate genes are bound by different transcriptional regulators. This is further indication of a rapid functional divergence among duplicate genes.

Thirdly, genes whose products interact with other proteins show a rapid divergence of common protein interactions. An example of such rapid divergence is shown for duplicate yeast genes in Fig. 4. Even among the most recent gene duplicates, with a silent divergence of $K_s < 0.2$, only some 60% of gene products share a protein interaction partner. Among older duplicates, fewer than 20% have any common protein interaction partners. Qualitatively, these findings are independent of which among various genome-
scale datasets on protein interactions\(^{(34,88\text{--}90)}\) one uses in this analysis.

Finally, the only moderately conserved indicator of functional similarity among duplicate genes is the localization of their protein products. Protein localization data based on fluorescence microscopy of proteins tagged with green fluorescent protein have recently become available for over 4,000 yeast genes.\(^{(99)}\) The available data classify a protein’s localization according to one or more cellular compartments (nucleus, endoplasmatic reticulum etc.) in which it occurs. Fig. 5 shows the proportion of duplicate yeast genes with a given synonymous divergence that occur in identical cellular compartments (Fig. 5a) or completely different cellular compartments (Fig. 5b). Clearly, the fraction of genes with identical localization is somewhat conserved: a substantial fraction of duplicate gene products at all levels of divergence localize to the same cellular compartments.

Each genome-scale dataset on indicators of gene function has its own source of error, but taken together, the above evidence suggests that duplicate genes do not, as a rule, retain indications of similar function long after a duplication. It provides further evidence that gene redundancy may not be the dominant factor determining robustness to mutations. This does, however, not mean that genes never retain similar functions long after duplication. For instance, some of the gene families listed above, families whose members retained similar functions, result from very ancient gene duplications. Examples include the yeast CLN family of cell-cycle regulators, and the TPK gene family of protein kinase catalytic subunits, in which individual members are dispensable for growth under some conditions. The most-closely-related genes in these families show a silent divergence of \(K_s > 1\), indicating that they may be more than 100 million years old.\(^{(87)}\) The observation that some gene duplicates retain similar functions long after others have completely diverged represents an intriguing evolutionary puzzle waiting to be solved.

**Quantifying redundancy and distributed robustness?**

Can we quantify the extent of redundancy in a genetic system whose inner workings are perfectly well understood? On a crude level, this seems quite feasible. For example, metabolic reactions in living cells are driven by enzymes, some of which may be the products of duplicate genes. One could simply determine the fraction of enzymes in a metabolic pathway that are encoded by more than one gene, and use this fraction as an indicator of redundancy in the network. However, can one go beyond that? Specifically, for any specific indicator of a system’s performance, can we say to what extent its robustness is caused by redundancy or by distributed robustness? The answer to this question must depend on how one defines robustness. For instance, a flux-balance representation of metabolic networks, and a differential equation representation of a regulatory gene network are fundamentally different, and will therefore also employ different measures of robustness. But, more disturbingly, redundancy and distributed robustness
Duplicate genes and divergence in the binding of transcriptional regulators to their regulatory regions.

**a:** After a gene duplication, the regulatory regions of two duplicate genes diverge. Much of this divergence occurs through the disappearance of binding by individual transcription factors (indicated by the small rectangular boxes), because random mutations are more likely to eliminate transcription factor binding sites than to create new ones.

**b:** The vertical axis shows the fraction $f$ of transcriptional regulators that bind to the regulatory region of both genes of a pair of yeast gene duplicates whose synonymous divergence is shown on the horizontal axis. If $d_1$ transcriptional regulators bind to the regulatory region of gene 1, if $d_2$ transcriptional regulators bind to the regulatory region of gene 2, and if $d_{12}$ transcriptional regulators bind to the regulatory regions of both genes, then this fraction $f$ calculates as $f = d_{12}/(d_1 + d_2 - d_{12})$. A value of $f = 1$ indicates that the same transcriptional regulators bind the two genes’ regulatory regions. A value of $f = 0$ indicates that completely different regulators bind the two genes’ regulatory regions. The horizontal lines indicate the average (solid) plus one standard deviation (dashed) fraction $f$ of shared transcriptional regulators between pairs of genes chosen at random from the yeast genome. The synonymous (silent) divergence of two duplicate genes is measured by the fraction $K_s$ of synonymous substitutions that occurred since the duplication at synonymous nucleotide positions. From Evangelisti, A, Wagner, A. 2004 J Exp Zool Molec Dev Evol 302B: 392–411, which uses transcription factor binding data based on chromatin immunoprecipitation, reproduced with permission.
Metabolic control analysis is concerned with the behavior of metabolic pathways—chains of chemical reactions catalyzed by enzymes—when enzyme and metabolite concentrations change. An important quantity in this regard is an enzyme’s flux control coefficient.\(^{(91, p. 4)}\)

The metabolic flux through an enzymatic reaction is the rate at which an enzyme converts substrate into product per unit time. Flux is a key variable that links the activity of a metabolic enzyme to the phenotype. The reason is that the flux through some chemical reactions is strongly associated with fitness components like cellular growth or biomass production. An enzyme’s flux control coefficient indicates the sensitivity of flux through an enzymatic reaction to changes in the activity of some enzyme in the pathway. Consider the linear metabolic pathway of Fig. 6a. In steady-state, the metabolic flux through each reaction of the pathway must be identical to some value \(F\). The flux control coefficient \(C_j\) of each enzyme \(E_j\) in the pathway is usually described as a differential quotient (Ref. 91, page 4) which measures the response of flux \(F\) to a very small change in enzyme activity \(E_j\):

\[
C_j = \frac{\partial F}{\partial E_j} E_j \quad (1)
\]

If all enzymes in the pathway are unsaturated and show Michaelis–Menten kinetics, the flux coefficient takes on a particularly simple form.\(^{(92)}\)

\[
C_j = \frac{1}{1/E_1 + 1/E_2 + 1/E_3 + \cdots + 1/E_n} \quad 1 \leq j \leq n \quad (2)
\]

For my purpose, it will be sufficient to consider an even simpler case, where every enzyme \(E_j\) \((1 \leq j \leq n)\) has the same activity \(e\). In this case, the flux coefficient of each enzyme simply becomes \(C_j = (1/n)\) \((1 \leq j \leq n)\). A pathway like this is robust, in the sense that a small (mutationally caused) reduction in the activity of any one enzyme activity changes the steady-state pathway flux by an amount that is a factor \(n\) smaller. Notice that redundancy, as defined above, is not involved here, because each enzyme may catalyze a different chemical reaction. The observation that each and every enzyme \(E_j\) has the same effect on flux in this scenario raises the question of whether such even distribution of control is a reasonable way to make the concept of distributed robustness exact, and to distinguish it from redundancy.

To see whether this is the case, imagine that we introduce redundancy into this pathway, as shown in Fig. 6b. Specifically, we duplicate the gene encoding one of the enzymes, say enzyme \(E_i\). Two copies of the gene produce twice the amount of enzyme and, as a result, this enzyme’s activity doubles to \(2e\). (In engineering, this kind of redundancy would be called parallel and active redundancy, because both copies of the system part are active—expressed—and their products act in...
Parallel; (ref. 11, Chapter 6) How does this duplication affect robustness of the pathway? For enzyme $E_j$, the control coefficient (2) now calculates as $1/(2n - 1)$. If $n$ is large, then the control coefficient of this enzyme has been effectively cut in half. In other words, the pathway is now nearly twice as robust to changes in activities of this enzyme. What about the remaining enzymes, whose genes have not been duplicated? Their control coefficient (2) increases to $2/(2n - 1)$, a very small increase if the number of enzymes $n$ is sufficiently large. If we were to introduce not one but $k > 1$ additional copies of the gene for $E_i$, then the pathway would become increasingly more robust to changes in the activity of $E_j$. In sum, the net effect of introducing gene redundancy into this metabolic pathway is to render the previously uniform distribution of control coefficients (2) non-uniform. From this perspective, one might propose distinguishing redundancy from distributed robustness through an uneven distribution of control in the pathway. Redundancy causes uneven distribution of flux control across parts of the pathway; the lower an enzyme’s control coefficients, the higher its redundancy.

The fundamental flaw in this argument is that uneven distribution of control can be achieved by means that have nothing to do with redundancy. For example, even if each enzyme is encoded by only one gene, and even if each enzyme-coding gene expresses the same numbers of enzyme molecules, each enzyme molecule could have different catalytic activity, which would cause an uneven distribution of flux control. Similarly, if we duplicated all genes in the model pathway of Fig. 6a, every enzyme in the pathway would have the same flux control coefficient—flux control would be perfectly evenly distributed—but now all enzymes are encoded by two redundant genes. In sum, a pathway could have a uniform distribution of control coefficients with much gene redundancy, or a non-uniform distribution without any gene redundancy.

All this implies that our ability to determine how much redundancy a system contains depends on our perspective. If
we view a metabolic pathway from the point of view of the genes that encode its enzymes, it may be simple to determine how much redundancy it contains—just count the redundant genes. The same holds if we view the pathway from the perspective of the individual protein molecules that do the chemical work: it is in principle easy to estimate how many of the molecules catalyzing the same reaction a cell contains, and all of these can be viewed as redundant. However, as I just showed, assessing the extent of redundancy becomes impossible on the level of enzyme activities, the aggregate variables best suited to understand a pathway’s robustness to small changes in enzyme activity.

This problem is not a peculiarity of metabolic pathways. For instance, quantities analogous to metabolic control coefficients exist for bacterial and eukaryotic gene regulation systems. More generally, one can characterize the robustness of any property of a regulatory network—the expression level of its genes, their products’ activities or phosphorylation state, or their affinity to other molecules—by such control coefficients. And for any network design devoid of redundant genes, there may be a design including redundant genes that shows exactly the same distribution of control coefficients. Even more generally, pertinent and analogous insights exist in control theory, a discipline aiming at understanding and controlling the behavior of any system, whether natural or engineered. An important concept in control theory is that of the transfer function, which specifies how a system’s output behaves as a function of its input. General theorems of control theory imply that for any system with redundant parts, one can design a system without redundancy but the same transfer function, i.e. the same behavior (ref. 95, Chapter 4).

All this implies that the qualitative approach to estimate the extent of redundancy in a biological system—enumerating redundant parts—may be the only one. Qualitative, graph-based representations of metabolic and gene regulation networks lend themselves ideally to such enumeration. Beyond such enumeration, however, it may be impossible to distinguish distributed robustness and redundancy, because the two have indistinguishable signatures on the variables necessary to understand a system’s function and robustness.

In summary, redundancy as a source of robustness is especially prominent for systems whose parts are genes and gene products. Its importance results from the abundance of gene duplications in most genomes. In such systems, gene redundancy is partly responsible for increased robustness to mutations and an increased incidence of neutral mutations. However, redundancy may not be the most prominent cause of robustness on this level of biological organization. This is because many genes whose elimination has no effect on the organism are genes without duplicates. Also, typically fewer than half of a genome’s genes are duplicates, and many of these duplicates diverge rapidly in function after duplication. Is distributed robustness more important in microbes than in higher organisms, which have more gene duplicates but also more stable internal environments? Is distributed robustness more important in some biological processes like signal transduction than in others, such as metabolism? Ultimately, only empirically grounded quantitative models of biological systems will be able to answer these and many other remaining questions about mutational robustness in living systems.
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